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ABSTRACT
Ionic liquids (ILs) have recently attracted significant attention from
academic and industrial sources. This is because, while their vapor
pressures are negligible, many of them are liquids at room
temperature and can dissolve a wide range of polar and nonpolar
organic and inorganic molecules. In this Account, we discuss the
progress of our laboratory in understanding the dynamics, spec-
troscopy, and fluid dynamics of selected imidazolium-based ILs
using computational and analytical tools that we have recently
developed. Our results indicate that the red edge effect, the non-
Newtonian behavior, and the existence of locally heterogeneous
environments on a time scale relevant to chemical and photo-
chemical reactivity are closely linked to the viscosity and highly
structured character of these liquids.

Introduction
The reason why room-temperature ionic liquids (RTILs)
are liquid at room temperature is still not fully understood.
From recent X-ray crystal structure studies, we know that
some tend to crystallize into disordered solids1 and,
depending upon the rate of cooling, crystal polymor-
phism2 can be observed. On the basis of these observa-
tions, it has been speculated that the gain in energy upon
formation of the crystal is not as large as in traditional
inorganic salts and is not enough to compensate for the
loss in entropy that accompanies the formation of the
crystal at room temperature.1 Experiments show that
several of these systems have a tendency toward glassy
behavior3,4 and, depending upon the length of alkyl
substituents in the cations, their properties range from
those of normal liquids to glassy or even liquid crystals.5

As recently discussed in an interesting review article by
MacFarlane and co-workers,6 the possible number of
compounds expected to form RTILs is extremely large.
Only a very small fraction of these have been synthesized.
Their selectivity as media for chemical and photochemical
reactions remains terra incognita and invites for a thor-

ough theoretical understanding of the trends to be an-
ticipated as molecular modifications are applied.

Structural and Dynamical Heterogeneity
To understand the underlying physics behind recent
experimental findings in which the slow dynamics of
RTILs manifests,7–17 it is fundamentally important to
address the problem of heterogeneity on a time scale
relevant to chemical and photochemical reactivity. Dy-
namical heterogeneity (defined in this Account as non-
Gaussian translational and rotational diffusion) can be
present in systems that are either structurally homo- or
heterogeneous. As an example, supercooled water is
structurally homogeneous but clearly shows dynamical
heterogeneity.18–21 On the contrary, colloidal gels are
structurally heterogeneous but can also display dynamical
heterogeneity.22–26

Signs of structural heterogeneity (in this case, the
existence of polar and nonpolar environments in certain
ILs) have recently been reported in the literature.27,28 In
2004, we studied29 a family of imidazolium-based ILs and
found that in those with larger alkyl tails, structures
reminiscent of reverse micelles, such as that shown in
Figure 1, could be detected.

This structural heterogeneity may be important when
trying to rationalize why these liquids are able to dissolve
a wide range of molecules, ranging from water to
cellulose.30–32 Furthermore, the concept of liquid polarity
should also be used carefully because it is possible that
polar and nonpolar local environments coexist in the
liquid.

It is important to emphasize that a liquid may only
show signs of dynamical heterogeneity on a certain time
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FIGURE 1. Structural heterogeneity. Typical structure found in our
simulations of ILs that is reminiscent of a reverse micelle. A spherical
[PF6-] anion is in the center (space-filled representation); cationic
polar heads surround the anion; and cationic long aliphatic tails point
outward. Cation ) 1-dodecyl-3-methylimidazolium.
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scale. All liquids display ballistic motion at short time and
approach a Gaussian diffusive behavior when time goes
to infinity. Therefore, the relevant issue is the time scale
on which ILs display non-Gaussian diffusivity. This is
important because, as we will show, this time scale often
coincides with that for chemical and photochemical
reactivity. A direct way to answer this question is to
compute the self part of the van Hove correlation function
defined as33

Gs(r, t)) 1
N

〈∑
i)1

N

δ(r- |ri(t)- ri(0)|)〉 (1)

The self part of the van Have correlation function de-
scribes the diffusion of a particle, which for a normal
liquid satisfies Fick’s equation with an initial condition
of the delta function. For an isotropic system, 4πr2Gs(r,t)
dr is the probability of finding at time t an ion in the
vicinity dr of points at the distance r given that initially
the ion was located at the origin.

One can easily prove that the solution of Fick’s diffu-
sion equation is the standard Gaussian function

Gs0(r, t)) [ 3

2π〈r2(t)〉 ]
3

2e-
3r2

2〈 r2(t)〉2 (2)

This solution is what one usually obtains for normal
liquids, in which, after a short inertial response, Brownian
dynamics is established. Supercooled or glassy systems
display much longer tails in the distribution.

It is possible to compute the different moments of
Gs(r,t). In particular, for a Gaussian distribution, only even
moments are different from 0. To compare the deviation
of Gs(r,t) from Gs0(r,t), it is customary to analyze the
behavior of the non-Gaussian parameter,34,35 R2(t) )
3/5(〈r4(t)〉/〈r 2(t)〉2) – 1. Only when diffusion is Gaussian is
R2(t) identically equal to 0.

Figure 2 shows the non-Gaussian parameter as a
function of time at three different temperatures. At
300 K, R2 displays its maximum on a time scale (t*) of
nanoseconds. This maximum dramatically decreases and
shifts to shorter times when the temperature is in-
creased.36

We computed the self van Hove correlation function
and the standard Gaussian function at the time of maxima
deviation t* for 1-butyl-3-methylimidazolium hexafluoro-
phosphate [BMIM+][PF6-] at 300 K. Figure 3 clearly
indicates that most ions diffuse slower than expected from
Fick’s law; however, a group of ions exist that diffuse much
faster. This can be appreciated from the fact that in Figure
3 Gs(r,t*) and Gs0(r,t*) cross at a distance of approximately
2.9 Å after which Gs(r,t*) has a much longer tail than the
corresponding Gaussian function Gs0(r,t*).

Furthermore, as it is usually the case for glassy or
supercooled liquids,37 it is possible to discriminate be-
tween ensembles of ions that are diffusing at slower and
faster rates. We found that subensembles of particles that
diffuse at slow rates and subensembles of particles that
move at fast rates are correlated in space. Radial distribu-
tion functions within the fast subensemble or within the
slow subensemble display maxima at contact distances,
while the cross-distribution functions show a depletion
in density at a contact distance. An interesting result is
that within the diffusively fast subensemble Gs(r,t) shows
multiple peaks. These multiple peaks shown in parts a and
c of Figure 4 are usually indicative of diffusion through
hopping mechanisms.38

The slow dynamics of the solvent gives rise to a very
interesting phenomenon: The existence of locally hetero-
geneous environments on a time scale relevant to chemi-
cal reactivity and optical spectroscopy. These local envi-
ronments are not necessarily related to polar/nonpolar
regions of the liquid but, instead, may correspond to
generic environments that do not significantly change on
a time scale relevant to chemical reactivity. In other words,
chemical or photochemical processes that take place on
a several nanosecond time scale most likely occur in
environments in which local solvent averaging does not
significantly take place.

The manifestation of this local solvent heterogeneity
is most obvious in the experiments of Samanta and co-
workers,17 where an absorption wavelength-dependent

FIGURE 2. Non-Gaussian parameter R2 for the [BMIM+] cation in
[BMIM+][PF6-] at three different temperatures. At 300 K, the
maximum of R2 is at t* ) 2.48 ns, whereas at 400 K, it shifts to 109
ps.

FIGURE 3. Self part of the van Hove correlation function for the
cations and its standard Gaussian form at the time t* ) 2.48 ns
when R2 reaches its maximum deviation from the Gaussian behavior
for ([BMIM+][PF6-]) at 300 K. Because this system is isotropic, we
only consider the radial part 4πr2Gs(r,t*). Reproduced with permission
from ref 36. Copyright 2006, The National Academy of Sciences of
the U.S.A.
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emission spectrum is observed upon electronic photo-
excitation of 2-amino-7-nitrofluorene (ANF) in different
solvents.

Red Edge Effects: Local Heterogeneity on Time
Scales Relevant to Photochemical Reactivity
Red edge effects are commonly observed for systems in
which the excited state of the probe is not fully equili-
brated with the solvent on the time scale of emission39–50

(see for example the excellent review article by Dem-
chenko).40

It is clear that this phenomenon can arise because of
two different causes. Environments that display “quasi-
permanent” structural heterogeneity (colloidal gels or
micelles for example) or environments that are hetero-
geneous because solvent averaging is slow and occurs on
a time scale longer than that required for the relevant
chemical or photochemical process in question.

An extreme example of this slow dynamics can be
observed for example upon excitation of tryptophan45,51

residues in denatured proteins. In this case, local environ-
ments provided by nearby amino acids are different for
each tryptophan and do not get averaged. One therefore
observes a red edge effect upon electronic photo-excita-
tion. In other words, the structure of the surrounding
environment is different for each fluorescent probe, and
these environments do not exchange on a time scale
relevant to spectroscopy or chemical reactivity. Each
tryptophan absorbs and emits at a slightly different
wavelength, giving rise to a large broadening of the
spectrum and to an absorption wavelength-dependent
emission spectrum.

In the case of RTILs, we find that because of hindrance
caused by the slow solvent dynamics the fluorescent probe
can only freely rotate on a time scale that is much longer
than its fluorescence lifetime. In a liquid composed of
bulky organic cations and anions, the fluorescent probe
molecule will experience significantly different local elec-
tric fields depending upon its relative orientation with
respect to a fixed spatial set of axes. Furthermore, for an

ensemble of reactive molecules in different solvent loca-
tions, these local electric fields will not average out to a
common value on a time scale consistent with the excited
state lifetime of the probes. In our recent study of ANF in
a RTIL,36 we followed the solvent electric field and the
projection of this vector onto the ground to excited dipole
moment change ∆µf as a function of time. We found from
these studies that, as shown in Figure 5, both the electric
field at the center of mass of the probe and the projection
onto ∆µf are nearly constant throughout individual simu-
lations but vary greatly across runs.

This clearly implies that solvent averaging of local
environments does not fully occur on a nanosecond time
scale. In our simulations, the ground to excited state gap
was assumed to be solely determined by electrostatics.
Consistent with Figure 5, we found that the values of the
solute–solvent electrostatic energy were trajectory-de-
pendent but almost time-independent.

After photo-excitation of the probe, an initial transient
behavior was observed after which neither the electric field
generated by the solvent nor its projection onto the dipole
moment of the excited state probe significantly changed.
We ascribe this behavior to the slow dynamics of the
solvent and the hindered nature of the solute rotations.

On the basis of these studies, we conclude that because
of the lack of adiabaticity in the response of the solvent
upon photo-excitation of a solute probe (i.e., the inability
of the solvent to promptly respond to a change in charge
distribution of the probe on a time scale consistent with
photo-emission), each molecule responds to a site-specific
perturbation and absorbs and emits at a different
wavelength.

The absorption wavelength-dependent behavior ob-
served17 for ANF in an ionic solvent can be satisfactorily
described by performing an average over an ensemble of

FIGURE 4. Self part of the van Hove correlation function Gs(r,t) for
anions (a and b) and cations (c and d) in the mobile ensemble (a
and c) and the immobile ensemble (b and d) at four different times.
Reproduced with permission from ref 36. Copyright 2006, The National
Academy of Sciences of the U.S.A.

FIGURE 5. Absolute value of the electric field generated by the
solvent at the location of one of the carbon atoms close to the center
of mass of ANF and the projection of this electric field onto the
direction of the ground to excited state dipole moment change ∆µf
as a function of time for two different trajectories. As can be
appreciated, the projection of the electric field onto ∆µf is different
in each trajectory but nearly constant with respect to time. This
phenomenon of constancy with respect to time and variation with
respect to space is the cause for the experimentally observed REE.
Reproduced with permission from ref 36. Copyright 2006, The National
Academy of Sciences of the U.S.A.
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molecular dynamics simulations. In this case, each trajec-
tory is first equilibrated in the ground electronic state and
then photo-excited into the first excited electronic state.
Each trajectory therefore contributes an absorption and
an emission spectrum, and the overall absorption wave-
length-dependent emission of the system can be com-
puted as the joint probability of ANF absorbing at λabs and
emitting at λemis.36,52

We have computed absorption and emission spectra
of ANF for trajectories with different initial conditions in
[BMIM+][PF6-]. For the purpose of comparison, we have
also performed identical simulations using methanol as
a solvent. It is clear from Figure 6 that all spectra
corresponding to different simulation systems superim-
pose in the case of methanol, while they are different in
the case of the IL. This unique local behavior in the case
of each trajectory is the underlying origin of the red edge
effect observed by Samanta and co-workers.

If we analyze absorption and emission spectra for
selected trajectories, we commonly find that those ab-
sorbing on the red edge also emit on the red edge. This
result, which is shown in parts a and b of Figure 7, is a
consequence of the slow dynamics of the solvent.

If solvent averaging around the exited-state molecule
was fast compared to its fluorescence lifetime, then the
Stokes shift for each trajectory would converge on the time
scale of emission and the gap between excited and ground
states would be independent of the initial local environ-
ment. In other words, the emission spectrum would be
absoption wavelength-independent. Instead, because the
Stokes shift is not converged and ANF emits from local
environments that have a memory of the initial excitation
solvent surrounding, it appears that molecules excited at
high frequencies emit at higher energies, while those
excited at lower frequencies emit at lower energies. Figure
7c shows the ensemble averaged absoption wavelength-

dependent emission spectrum of ANF in the IL. Figure 7c
closely coincides with the experimental results of Samanta
and co-workers.

Figure 8 shows the maximum of emission as a function
of the absorption wavelength derived from our simulations
in the case of the IL and in methanol. It is clear that the
absorption wavelength-dependent behavior is only present
in the ionic system and is absent in the case of methanol.

The issue of whether permanent structural heterogene-
ity (such as in micelles and colloidal gels) is the underlying
cause for the observed red edge effect (REE) or if the effect
arises as a simple consequence of the high viscosity and
slow dynamics of the liquid can start to be addressed if
we look at the time-dependent version of Figure 8.

Figure 9 shows the time-dependent behavior of the
absorption wavelength-dependent emission spectrum
maximum as a function of the excitation wavelength. It
is clear that for all curves independent of the absorption
wavelength the maximum of emission shifts to smaller
energies as time evolves, indicating that the Stokes shift
is evolving toward equilibrium. It is also clear from Figure
9 that the absorption wavelength-dependent behavior is
much more pronounced at short times than at long times,
indicating that solvent averaging does occur on a longer
time scale.

From these results, we conclude that the locally het-
erogeneous environments responsible for the REE are a
consequence of the loss of ergodicity on a time scale
similar or longer than the lifetime of the probe. This result
does not negate the existence of permanent polar and
nonpolar regions in these complex solvents, but it is clear
that, because the absorption wavelength-dependent phe-
nomena disappears on a longer time scale, these can not
be responsible for the red edge effect. It is possible
however that the lifetime of recently reported polar and
nonpolar regions in these solvents may be similar to the
time upon which we observe the absorption wavelength-
dependent phenomena disappear. If this was the case,
then the nature of these structures must be quite different
from that of micelles, which are very long lived. As far as
we know, the lifetime of these regions have not yet been
reported either experimentally or computationally, and
consequently, the role of them in the time-dependent
spectroscopic phenomena is still unclear.

The Problem of Computing the Viscosity of
RTILs
The high viscosity of RTILs is intrinsically related to the
red edge effect and the loss of ergodicity on certain time
scales.7,8,53 In fact, viscosity is one of the most important
properties to consider in practical applications involving
RTILs. Viscosity coefficients have been measured for
different ILs,15,54–59 and solvents can be found with a wide
range of viscosity values. The most common room-
temperature ionic solvents have viscosities reported to be
between 2 and 4 orders of magnitude larger than that of
room-temperature water.

FIGURE 6. Overlayed are different curves that correspond to the
spectrum of ANF in [BMIM+][PF6-] computed from each of our 12
molecular dynamics trajectories [absorption (a) and emission (c)]
as well as in methanol [absorption (b) and emission (d)]. In the case
of the IL, we observe site-specific spectra, whereas in methanol,
all spectra are superimposable. Each of these individual spectra
contributes to the total signal. Reproduced with permission from ref.36

Copyright 2006, The National Academy of Sciences of the U.S.A.
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Both experiments and theory encounter significant
difficulties upon establishing accurate values for viscosity
coefficients of RTILs. In the case of experiments, this is
because small amounts of halogen or water contaminants
can significantly change the values measured. In the case
of atomistic simulations, it is very challenging to compute
viscosity coefficients for systems that are highly viscous.

This is because the hydrodynamic limit where the experi-
mental data are measured is extremely difficult to reach.
Convergence requires simulation box sizes that are many
times beyond current computational capabilities. Several
theoretical studies have partially addressed the problem
of viscosity in ILs.60–62 However, a complete microscopic
description of viscosity in ILs is still missing. In a recent
paper,63 we have attempted to address this problem in
detail, making contact between macroscopic hydrody-
namic predictions and the linear response theory.63

Common computational approaches to calculate vis-
cosities are usually based on the evaluation of the
transverse current autocorrelation function (an equilib-
rium property of the system) or nonequilibrium schemes,
where a velocity or acceleration profile is introduced to
the system (see ref 63 and citations therein). The problem
with the equilibrium approach to compute the viscosity
η(k) is that it requires a highly accurate integral with
respect to time of the transverse current autocorrelation
function63

η(k)) F
k2

C(k, t) 0)
C(k, ω) 0)

(3)

where

C(k, ω) 0))∫
0

∞

C(k, τ)dτ (4)

and

C(k, t)) 〈∑
q

mqνqxe-ikz∑
p

mpvpxeikz〉 (5)

is the transverse current autocorrelation function. Here,
q and p are particle indexes, while m, ν, and F are the
corresponding particle masses, velocities, and system
density, respectively. For simpler solvents (such as room-
temperature water), this is not a problem because normal
computer simulations are not far from the hydrodynamic
limit. We found that this is not the case for RTILs. We
have performed extensive simulations of 1-hexyl-3-me-
thylimidazolium chloride ([HMIM+][Cl-]) using a system
size of more than 260 000 atoms, corresponding to a box
size of more than 30 nm in length. To the best of our
knowledge, these are the largest atomistic simulations of

FIGURE 7. (a) Absorption spectra of ANF in [BMIM+][PF6-] computed from three independent molecular dynamics trajectories. (b) Emission
spectra from the same three trajectories. (c) Ensemble averaged steady-state fluorescence spectra of ANF as a function of the excitation
energy at room temperature in [BMIM+][PF6-]. Reproduced with permission from ref 52. Copyright 2006, American Chemical Society.

FIGURE 8. Maximum of emission ∆Eem as a function of the excitation
wavelength for ANF in [BMIM+][PF6-] (×) and methanol (O) from
our computer simulations in ref 36. The excited-state lifetime of ANF
is 100 ps. Reproduced with permission from ref 36. Copyright 2006,
The National Academy of Sciences of the U.S.A.

FIGURE 9. Same as Figure 8, except that emission maxima are
computed at five different times. The steady-state result shown in
Figure 8 is also shown here as ×. Adapted with permission from
ref 52. Copyright 2006, American Chemical Society.
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ILs currently available in the literature.63 Figure 10 shows
a comparison between C(k,t) for water and [HMIM+][Cl-].

To estimate the viscosity coefficient, two limits must
be reached: k ) 0 (infinite system), and ω ) 0 (infinite
time). As we can see from Figure 10, our very large IL
system shows a deep minimum at around 17 ps, which is
indicative of strong non-hydrodynamic behavior33 (i.e.,
k * 0). Therefore, the infinite system limit has not been
reached. Furthermore, Figure 10 shows that at this value
of k temporal correlations last for significantly long times.
The zero frequency value of C(k,ω ) 0) is therefore also
unavailable because the computation of C(k,t) for long t
values is prohibitive. Instead, the result for water does not
show these complications, and the corresponding time
correlation function can be easily integrated to obtain a
reasonable value for the viscosity coefficient.64 Clearly, this
equilibrium method is not viable for these types of IL
systems at room temperature.

Several nonequilibrium schemes can be devised to
study the viscosity of liquids (see ref 63 and citations
therein). In one of these schemes, one establishes a
periodic acceleration drag and studies the resulting veloc-
ity profile as a function of the acceleration wavenum-
bers.63

When an acceleration profile of the form

ax(z, t)) a0cos(kz) (6)

is imposed on the system, the Navier-Stokes equation
predicts a velocity profile of the form

ux(z, t)) a0τ(1- e-t⁄τ)cos(kz) (7)

In our recently developed linear response approach, (1 –
e–t/τ) is replaced by an integral over the tranverse current
autocorrelation function.63 The long time behavior of this
function is ux(z,t ) ∞) ) a0τ cos(kz) ) u0 cos(kz), where
the relaxation time τ is defined as τ ) F/ηk2. In the linear
response approach, this result is still valid but η is a
function η(k). Therefore, when the steady-state velocity
profile is fitted to a cos(kz) form, from the amplitude u0,
one can obtain the viscosity coefficient η(k). A Newtonian
liquid is such that η(k) is independent of a0. The wave-
numbers that can be studied by computer simulations are

bounded by the size of the simulation box. The larger the
simulation box, the smaller the wavenumbers and the
closer to the actual hydrodynamic limit. For most com-
monly studied liquids, the weak perturbation limit in
which the viscosity (obtained from the amplitude of the
velocity profile) is independent of the perturbation strength
is easy to reach. Figure 11 shows how this is the case for
room-temperature water.

Parts a and b of Figure 11 correspond to two
simulations with imposed drag acceleration values a0

) 0.04 and 0.08 nm/ps2. The corresponding amplitudes
of the velocity profiles after a transient initial period
are 0.062 and 0.126 nm/ps. Clearly, a0 and u0 are
proportional, and a value of the viscosity coefficient can
be established. Therefore, these simulations confirm
that for the perturbation wavenumbers used water
behaves in a Newtonian fashion.

A very different result is obtained in the case of the IL
at 400 K, as can be appreciated in Figure 12.

Even though the box size is much larger in the case of
the IL and the corresponding wavenumber is much
smaller, this system behaves in a non-Newtonian fashion.
For drag accelerations of a0 ) 0.01 and 0.02 nm/ps2, which
are much smaller than those imposed in the case of water,
we have observed that not only a0 and u0 are not
proportional but also the velocity profile at the higher drag
rate does not have a cos(kz) form. The velocity profile at
a0 ) 0.02 nm/ps2 is very similar to that found in polymer
melts. Imposing an acceleration perturbation of a single
given wavenumber results in a velocity profile that is flat!
This corresponds to the breakdown of the linear response
theory. This result with wide potential implications in the
analytical separation field implies a behavior that is highly
nonlinear because a given acceleration frequency results
in an infinite linear combination of velocity frequencies.
We conclude that for wavenumbers consistent with a
length scale of several tens of nanometers the flow of some
ILs is non-Newtonian, and we expect this behavior to be
present if these liquids are forced to flow in micro/
nanofluidic devices.

It is interesting to emphasize that usual simulations in
which only a few hundred cations and anions are used
may pose an important problem in the calculation of
viscosities using drag accelerations. This is because the
allowed acceleration wavenumbers compatible with the
box size are similar to the frequencies relevant in the radial
distribution functions of the liquid. This implies that
forcing flow on such small systems will cause liquid
structure deformation. We have observed this distortion
in our simulations of small systems.

By analyzing the long time steady-state response of the
IL, we have established that the linear response theory
breaks down for perturbations such as in Figure 12. It is
interesting to investigate the transient response of these
systems as compared to linear response predictions.

This can be achieved by analyzing the transient be-
havior of the function 〈V(t)〉 defined as

V(t))∑
q

2mqνqx(t)cos(kzq(t)) ⁄ M

FIGURE 10. Transverse current autocorrelation function for water
at 300 K and [HMIM+][Cl-] at 400 K. The correlation function shows
a large negative minimum in the case of IL but not in the case of
water. The z direction length was 5 nm in the case of water and
30.2 nm in the case of the IL.
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where M ) ∑qmq. We have recently shown that if the
linear response theory is valid then

〈V(t)〉
a0

)∫
0

t
C(k, τ)

C(k, t) 0)
dτ (8)

The left hand side of eq 8 is a nonequilibrium time average,
while the right hand side is an integral over an equilibrium
time correlation function. These two quantities can be
separately computed from nonequilibrium and equilibrium
simulations. Figure 13 shows a comparison between 〈V(t)〉/
a0 (red and green correspond to different values of a0) and
the integral on the right hand side of eq 8 (black). The left
hand side of the equation corresponds to the transient
velocity profile obtained upon applying a periodic drag
perturbation. It is obviously clear that at times beyond 10
ps 〈V(t)〉/a0 is not a constant function independent of a0.
Therefore, for longer times, linear response theory breaks
and the fluctuation dissipation theorem does not apply. Even
for small accelerations, such as the ones imposed in this
study, the system behaves in a nonlinear fashion. It is clear
now why one is not able to obtain an acceleration drag-
independent viscosity coefficient from the periodic pertur-
bation method because this method relies on the validity of
linear response theory at long times when the velocity profile
is time-independent.

Even though we have shown that different computa-
tional approaches cannot reach the macroscopic limit in
which the viscosity coefficient is measured, it is interesting
to know what the best viscosity predictions are based on
our largest simulation system and our smallest applied

drag perturbation. To match the temperatures at which
our simulations were carried out, we fitted the data in ref
59 to the Vogel–Fulcher–Tammann equation

η) η0e
B

T-T0

The viscosity obtained by extrapolating the experimental
data to 400 K is 26.7 × 10–3 kg m–1 s–1, while the prediction
obtained from the periodic perturbation method is

FIGURE 11. Velocity profiles for simulations with different externally imposed drag accelerations in the case of room-temperature water. (a)
a0 ) 0.04 nm/ps2, and (b) a0 ) 0.08 nm/ps2. The length of our simulation box is 5 nm. The thermal speed of water at T ) 300 K is approximately
0.6 nm/ps in each Cartesian coordinate. The weak perturbation imposed here induces a response that is linear.

FIGURE 12. Same as Figure 11 but in the case of [HMIM+][Cl-] at 400 K. (a) a0 ) 0.01 nm/ps2, and (b) a0 ) 0.02 nm/ps2. The box length here
is 30.2 nm. The thermal speed of IL at T ) 400 K is close to 0.7 nm/ps in each Cartesian direction. Although the relative perturbation is much
weaker than in the case of water, the system responds nonlinearly. Adapted with permission from ref 63. Copyright 2007, American Chemical
Society.

FIGURE 13. Transient response of the IL under external perturbations
at 400 K. The solid black line corresponds to the integral as a function
of time t of the equilibrium autocorrelation function, while the other
curves correspond to the normalized instantaneous velocity ampli-
tudes established upon application of different external accelerations,
a0. k ) 0.208 nm-1. Adapted with permission from ref 63. Copyright
2007, American Chemical Society.
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51.0 × 10–3 kg m–1 s–1. These values are only a factor of 2
apart. Therefore, computer simulations appear to be able
to deliver reasonable predictions of viscosity factors. The
variability in force-field parameters, the use or lack of use
of polarization, and the need to perform extremely large
computer simulations are still important issues to be
considered when attempting to carry out such calculations
for RTILs.

Conclusions
Here, we have described some of the reasons why RTILs
are exciting new solvents and the challenges that we and
other groups face as we try to unravel their complex
structure, fluid dynamics, and response upon perturba-
tions. We find that the red edge effect, the non-Newtonian
behavior on a nano- or sub-micrometer scale, and the
existence of locally heterogeneous environments on a time
scale relevant to chemical and photochemical reactivity
are intimately married to the viscous and highly structured
nature of these compounds. These properties make ILs
different from most conventional solvents. We have made
good progress in understanding these phenomena and
hope to develop in the future means to harness the
potential of these properties as effective tools to control
the outcome of chemical and photochemical reactions.
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